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ABSTRACT. We study the computational complexity of determining the Hausdorff distance of two polytopes given in halfspace- or vertex-presentation in arbitrary dimension. Subsequently, a matching problem is investigated where a convex body is allowed to be homothetically transformed in order to minimize its Hausdorff distance to another one. For this problem, we characterize optimal solutions, deduce a Helly-type theorem and give polynomial time (approximation) algorithms for polytopes.

1 Introduction

The problem of comparing two geometric objects and evaluating their similarity or dissimilarity arises naturally in many applications such as shape fitting, pattern recognition or computer vision. A suitable means that has widely been applied to evaluate the resemblance of two compact sets is the Hausdorff distance, see e.g. [24, 26, 38] or the surveys [6, 40] and the references therein. Consequently, the question of how to compute the Hausdorff distance of geometric objects has already been studied extensively as e.g. in [4, 5, 6, 9, 32]. In addition, often not only the static evaluation problem but also problems where one object is allowed to undergo a transformation from a certain class in order to match the other one are of particular interest, cf. e.g. [1, 4, 8, 10, 15].

Starting from finite point sets in the plane, there are two main lines of research in the above-mentioned papers: they either study a broader class of geometric objects in the plane as in [2, 21] or different higher dimensional matching problems for finite point sets as in [14, 7]. For a detailed overview of known results, we refer to the tables in [41, Chapter 3]. In view of results as [19, 22, 34] about computational problems in unbounded dimension, it is a natural and fundamental question to ask whether the Hausdorff distance of two polytopes can be computed efficiently in unbounded dimension. The present paper gives a detailed answer to this question.

Of course, the computational complexity of computing the Hausdorff distance of two polytopes depends on their presentation. For the different combinations of presentations of the input polytopes, we classify the problems as being solvable in polynomial time or being hard. In addition to the classic NP-hardness, we also establish W[1]-hardness in the theory of Fixed Parameter Tractability [36, 18, 35]. This allows a refined analysis of the influence of the dimension in the NP-hard cases and, loosely speaking, shows that the respective
problems have to be considered intractable already in low dimensions. We show in Theorem 3.3 that if both polytopes are available in vertex presentation, their Hausdorff distance can be computed via Convex Programming for the most common norms in polynomial time in arbitrary dimension. If, on the other hand, at least one polytope is given in halfspace presentation, Theorem 3.11 shows that evaluating the Hausdorff distance is in general \( \mathbb{NP} \) - and \( \mathcal{W}[1] \)-hard, which in most cases is a direct corollary of the hardness of norm maximization \[11, 30\].

Similarly to the references mentioned above, we also consider a matching problem, which seeks for a homothetic transformation of a convex body that minimizes the Hausdorff distance to another body. Within a general analysis of this problem for convex bodies, we give an optimality criterion in the spirit of John’s Theorem \[27\] in Theorem 4.6. From this, we deduce a Helly-type result for convex bodies in Theorem 4.8. Moreover, we demonstrate in Theorem 4.9 that for two vertex presented polytopes also the matching problem can be solved efficiently in arbitrary dimension. Interestingly, even if one halfspace presented polytope is involved and the evaluation problem is \( \mathcal{W}[1] \)-hard, a factor-(\(3\sqrt{d} + 1\))-approximate solution of the matching problem in \( \mathbb{R}^d \) can be computed in polynomial time, cf. Theorem 4.13.

The paper is organized as follows. We start by introducing our notation in Section 2 and state basic properties of the Hausdorff distance that will be useful at different places throughout the paper. In Section 3, we give a precise problem formulation and study the evaluation problem i.e. we analyze the complexity of lower bounding the Hausdorff distance of two given polytopes. In Section 4 we present the results for the matching problem.

2 Preliminaries

2.1 Notation

Throughout this paper, we are working in \(d\)-dimensional real space \( \mathbb{R}^d \) equipped with an arbitrary fixed norm \( \| \cdot \| \) if not otherwise specified. For a set \( A \subseteq \mathbb{R}^d \) we write \( \text{lin}(A) \), \( \text{aff}(A) \), \( \text{pos}(A) \), \( \text{conv}(A) \), \( \text{int}(A) \), and \( \text{bd}(A) \) for the linear, affine, positive, or convex hull and the interior, relative interior and the boundary of \( A \), respectively. For two sets \( A, B \subseteq \mathbb{R}^d \) and \( \rho \in \mathbb{R} \), let \( \rho A := \{ \rho a : a \in A \} \) and \( A + B := \{ a + b : a \in A, b \in B \} \) the \( \rho \)-dilatation of \( A \) and the Minkowski sum of \( A \) and \( B \), respectively. We abbreviate \( A + (-B) \) by \( A - B \) and \( A + \{c\} \) by \( A + c \). A non-empty set \( K \subseteq \mathbb{R}^d \) which is convex and compact is called a convex body or body for short. We write \( \mathcal{C}^d \) for the family of all convex bodies in \( \mathbb{R}^d \) and \( \mathcal{C}_0^d \) if restricted to contain the origin as an interior point. If a polytope \( P \subseteq \mathbb{R}^d \) is described as a bounded intersection of halfspaces, we say that \( P \) is in \( \mathcal{H} \)-presentation. If \( P \) is given as the convex hull of finitely many points, we call this a \( \mathcal{V} \)-presentation of \( P \). For a convex set \( K \subseteq \mathbb{R}^d \), \( \text{ext}(K) \) denotes the set of extreme points of \( K \). We write \( \mathbb{B} := \{ x \in \mathbb{R}^d : \|x\| \leq 1 \} \) for the unit ball of \( \| \cdot \| \) and \( \mathbb{B}_p := \{ x \in \mathbb{R}^d : \|x\|_p \leq 1 \} \) for the unit ball of the \( p \)-norm \( \| \cdot \|_p \). A set \( K \subseteq \mathbb{R}^d \) is called 0-symmetric if \(-K = K\). If there is a
$c \in \mathbb{R}^d$ such that $-(c + K) = c + K$ we call $K$ symmetric.

For two vectors $x, y \in \mathbb{R}^d$, we use the notation $x^T y := \sum_{i=1}^{d} x_i y_i$ for the standard scalar product of $x$ and $y$, and by $H_\leq (a, \beta) := \{x \in \mathbb{R}^d : a^T x \leq \beta\}$ we denote the half-space induced by $a \in \mathbb{R}^d$ and $\beta \in \mathbb{R}$, bounded by the hyperplane $H_\leq (a, \beta) := \{x \in \mathbb{R}^d : a^T x = \beta\}$. For a vector $a \in \mathbb{R}^d$ and a convex set $K \subseteq \mathbb{R}^d$, we write $h(K, a) := \sup\{a^T x : x \in K\}$ for the support function of $K$ in direction $a$.

For a convex function $f : C \to \mathbb{R}$ on some convex set $C \subseteq \mathbb{R}^d$ and $x \in C$, we write $\partial f(x)$ for the subdifferential of $f$ in $x$ and, if $f$ is continuously differentiable in $x$, we denote by $\nabla f(x)$ the gradient of $f$ in $x$. Further, $(f) := \left\{ \left( \frac{x}{\mu} \right) \in C \times \mathbb{R} : \mu \geq f(x) \right\}$ denotes the epigraph of $f$, cf. Figure 1.

For a convex set $P$ and $x \in P$, we denote by $T(P, x) := \text{cl} \{ v \in \mathbb{R}^d : \exists \lambda > 0 \text{ s.t. } x + \lambda v \in P\}$ the tangential cone of $P$ at $x$ and by $N(P, x) := \{a \in \mathbb{R}^d : h(P, a) = a^T x\} = T(P, x)^\circ$ the normal cone of $P$ at $x$ (cf. Figure 1). For a convex body $C \subseteq \mathbb{R}^d$, we write $C^\circ := \{a \in \mathbb{R}^d : a^T x \leq 1 \ \forall x \in C\}$ for its polar.

For $n \in \mathbb{N}$, we abbreviate $[n] := \{1, \ldots, n\}$.

Figure 1: Left: The epigraph of a convex function $f$ consists of all points that lie “above” the graph of $f$. Right: The tangential cone of a convex set $P \subseteq \mathbb{R}^2$ at a point $x \in P$ consists of all directions that point from $x$ towards the interior of $P$.

We denote by $\mathbb{P}$ (and $\mathbb{NP}$, respectively) the classes of decision problems that are solvable (verifiable, respectively) in polynomial time. For an account on complexity theory, we refer to [20]. We write FPT for the class of fixed-parameter-tractable problems and $\mathbb{W}[1]$ for the problems of the first level of the $\mathbb{W}$-hierarchy in the theory of Fixed Parameter Tractability. For an introduction to Fixed Parameter Tractability, we refer to the textbooks [18, 35].

### 2.2 The Hausdorff Distance

We start by defining the functional of interest in this paper, which is based on the distance function of convex bodies.
Definition 2.1 (Distance mapping)  
For \( P \subseteq \mathbb{R}^d \) non-empty and compact, define
\[
d(\cdot, P) : \mathbb{R}^d \to [0, \infty) \quad x \mapsto d(x, P) = \min \{||x - p|| : p \in P\} \tag{1}
\]
the distance mapping of \( P \) induced by \( ||\cdot|| \). As \( P \neq \emptyset \) is compact and \( ||\cdot|| \) is continuous, the notation in (1) as a minimum is justified.

Remark 2.2 (Convexity of the distance function)  
Since it is the key for the tractability result in Theorem 3.3, we explicitly remark that the convexity of a set \( P \subseteq \mathbb{R}^d \) directly implies the convexity of its distance function \( d(\cdot, P) \).

Definition 2.3 (Hausdorff distance)  
Let \( P, Q \subseteq \mathbb{R}^d \) non-empty and compact. The Hausdorff distance induced by \( ||\cdot|| \) between \( P \) and \( Q \) is defined as
\[
\delta(P, Q) := \max\{\max_{p \in P} d(p, Q), \max_{q \in Q} d(q, P)\}. \tag{2}
\]
Since \( P, Q \) are non-empty and compact, and \( d(\cdot, P) \), \( d(\cdot, Q) \) are continuous, the maximum in (2) is attained. It can also be expressed by
\[
\delta(P, Q) = \min\{\rho \geq 0 : P \subseteq Q + \rho \mathbb{B}, Q \subseteq P + \rho \mathbb{B}\}. \tag{3}
\]
Figure 2 illustrates both formulations.  
When working in \((\mathbb{R}^d, ||\cdot||_p)\) for some \( p \in \mathbb{N} \cup \{\infty\} \), we write
\[
\delta_p(P, Q) = \max_{x \in P} d_p(x, Q), \max_{q \in Q} d_p(q, P),
\]
where the subscript \( p \) explicitly indicates the norm with respect to which the Hausdorff distance is measured.

If \( P \) and \( Q \) are not only non-empty and compact but also convex, there is also a third formulation to measure their Hausdorff distance which is based on the support functions of the two bodies.

Lemma 2.4 (Hausdorff distance via support functions)  
Let \( P, Q \in \mathcal{C}^d \). Then,
\[
\delta(P, Q) = \max_{u \in \mathbb{B}^+} |h(P, u) - h(Q, u)|. \tag{4}
\]
Figure 2: Definition of the Hausdorff distance via the two equivalent formulations in Equations (2) and (3) of Definition 2.3.

Proof. Let $\rho := \delta(P, Q)$ and $u \in \mathbb{B}^\circ$. As $P \subset Q + \rho \mathbb{B}$, it follows that $h(P, u) \leq h(Q + \rho \mathbb{B}, u) \leq h(Q, u) + \rho$. In the same way, $h(Q, u) \leq h(P, u) + \rho$. As $u \in \mathbb{B}^\circ$ was arbitrary, this yields $\max_{u \in \mathbb{B}^\circ} |h(P, u) - h(Q, u)| \leq \rho$.

For the other inequality, let $p^* \in P$ and $q^* \in Q$ such that $\rho = \|p^* - q^*\|$. Let $f(q) := \|q - p^*\|$.

As $f(q^*) \leq f(q)$ for all $q \in Q$, there exists $u' \in \partial f(q^*) = \{u \in \mathbb{B}^\circ : u^T(q^* - p^*) = f(q^*)\}$ such that $-u' \in N(Q, q^*)$. Thus, for $u^* = -u'$,

$$
\rho = f(q^*) = (u^*)^T(p^* - q^*) = (u^*)^Tp^* - \max_{q \in Q} (u^*)^Tq \leq h(P, u^*) - h(Q, u^*)
$$

$$
\leq |h(P, u^*) - h(Q, u^*)| \leq \max_{u \in \mathbb{B}^\circ} |h(P, u) - h(Q, u)|.
$$

Due to the homogeneity of $h(P, \cdot), h(Q, \cdot)$ and $| \cdot |$, the maximum in (4) is attained for some vector $u^* \in \text{bd} (\mathbb{B}^\circ)$. But since the function $f(u) := |h(P, u) - h(Q, u)|$ is not convex in general, the maximization in (4) cannot be restricted to $\text{ext} (\mathbb{B}^\circ)$.

3 The Evaluation Problem

In this section, we study the complexity of computing the Hausdorff distance of two fixed polytopes. For the case of convex polygons in the plane, this question has first been studied in [9]. The paper [4] investigates the case of finite point sets and simple polygons in the plane. Both papers settle the issue by giving efficient algorithms that solve the respective problems. In [5], these algorithms are extended in order to compute the Hausdorff distance between a union of $n$ and one of $m$ simplices of dimension $k$ in $\mathbb{R}^d$ in time $O(nmk^2)$.

Here, we study the computational complexity of the Hausdorff distance of two polytopes in arbitrary unbounded dimension. We investigate parameterized decision problems for a fixed $p$-norm and different presentations of the polytopes. Thus, throughout this section, let $p \in \mathbb{N} \cup \{\infty\}$ be fixed.
The case where both input polytopes are given in \(\mathcal{V}\)-presentation (\(\text{HAUSDORFF}_{p,\mathcal{V}}\)) is stated explicitly as Problem 3.1. The case of two \(\mathcal{H}\)-polytopes (\(\text{HAUSDORFF}_{p,\mathcal{H}}\)) and the case of mixed presentations (\(\text{HAUSDORFF}_{p,\mathcal{V}}\)) are defined in the same way. In all three cases the dimension \(d\) of the ambient space is part of the input and the parameter of the problem. For \(p = \infty\), we interpret \(\delta_{\infty}(P, Q) = \delta_{\infty}(P, Q)\).

**Problem 3.1 (\(\text{HAUSDORFF}_{p,\mathcal{V}}\))**

**Input:** \(d \in \mathbb{N}, n, m \in \mathbb{N}, p_1, \ldots, p_n, q_1, \ldots, q_m \in \mathbb{Q}^d, \rho \in \mathbb{Q}\)

**Parameter:** \(d\)

**Question:** Is \(\delta_p(\text{conv}\{p_1, \ldots, p_n\}, \text{conv}\{q_1, \ldots, q_m\}) \geq \rho?\)

### 3.1 Tractability Results

In this subsection, we show that \(\text{HAUSDORFF}_{p,\mathcal{V}}\) can in principle be solved efficiently. Here the restriction “in principle” means that for \(p \in \mathbb{N} \setminus \{1, 2\}\) (the \(p\)-th power of) the distance \(d_p(x, P)\) of a point \(x\) to a polytope \(P\) might not be rational and therefore not computable in polynomial time. For \(p \in \{1, 2, \infty\}\), however, the distance to a rational polytope can be computed efficiently for either presentation of the polytope:

**Lemma 3.2 (Computing \(d(\cdot, P)\))**

If the unit ball \(B \subseteq \mathbb{R}^d\) is a polytope given in \(\mathcal{V}\)-presentation or in \(\mathcal{H}\)-presentation, then for any point \(x \in \mathbb{Q}^d\) and any rational polytope \(P \subseteq \mathbb{R}^d\) in \(\mathcal{V}\)- or \(\mathcal{H}\)-presentation, the distance \(d(x, P)\) can be computed in polynomial time.

For \(B = B_2\), any point \(x \in \mathbb{Q}^d\), and any rational polytope \(P \subseteq \mathbb{R}^d\) in \(\mathcal{V}\)- or \(\mathcal{H}\)-presentation, \(d_2(x, P)\) can be computed in polynomial time.

**Proof.** The cases where a \(\mathcal{V}\)- or \(\mathcal{H}\)-presentation of \(B\) is available can be solved by Linear Programming. We exemplarily show two combinations; the other two can be handled with the same techniques.

If \(B = \{x \in \mathbb{R}^d : u_j^T x \leq 1 \forall j \in [m]\}\) and \(P = \{x \in \mathbb{R}^d : Ax \leq b, y \in \mathbb{R}^d, \rho \in \mathbb{R}\}\), then

\[
d(x, P) = \min_{\rho} \rho \quad \text{s.t.} \quad \begin{array}{l}
u_j^T (x - y) \leq 1 \forall j \in [m] \\
y \leq b \\
y \in \mathbb{R}^d \\
\rho \in \mathbb{R}.
\end{array}
\]  

(5)

If \(B = \text{conv}\{v_1, \ldots, v_m\}\) and \(P = \text{conv}\{p_1, \ldots, p_n\}\), then

\[
d(x, P) = \min_{\rho} \rho \quad \text{s.t.} \quad \begin{array}{l}
x = \sum_{i=1}^n \lambda_i p_i = \sum_{j=1}^m \mu_j v_j \\
\sum_{i=1}^n \lambda_i = 1 \\
\sum_{j=1}^m \mu_j = \rho \\
\mu_j \geq 0 \quad \forall j \in [m] \\
\lambda_i \geq 0 \quad \forall i \in [n] \\
\rho \geq 0.
\end{array}
\]  

(6)
Now, let $B = B_2$. If $P = \{ x \in \mathbb{R}^d : Ax \leq b \}$, then
\[
d_2(x, P)^2 = \min_{\text{s.t. } Ap \leq b} (p - x)^T(p - x)
\]
for $p \in \mathbb{R}^d$. By [31], the optimal solution of the convex quadratic program with linear constraints (7) is rational and can be found in polynomial time. Again, the case where $P$ is given in $V$-presentation can be handled with the same formulation as in (6)

Together with the convexity of the distance function (Remark 2.2), Lemma 3.2 readily implies the following and settles the most interesting cases of $\text{HAUSDORFF}_p \cdot V$:

**Theorem 3.3 (Tractability of $\text{HAUSDORFF}_p \cdot V$)**
If a $V$- or $H$-presentation of the unit ball $B$ can be computed in polynomial time, the Hausdorff distance of two rational $V$-polytopes $P, Q \subseteq \mathbb{R}^d$ can be computed in polynomial time.

In particular, $\text{HAUSDORFF}_1 \cdot V$, $\text{HAUSDORFF}_2 \cdot V$ and $\text{HAUSDORFF}_\infty \cdot V$ are in $\mathbb{P}$.

**Proof.** Let $P := \text{conv}\{p_1, \ldots, p_n\}$ and $Q := \text{conv}\{q_1, \ldots, q_m\}$ be rational. Since $d(\cdot, Q)$ is convex, $\max_{x \in P} d(x, Q)$ is attained at a vertex of $P$ as well as $\max_{x \in Q} d(x, P)$ is attained at a vertex of $Q$. Hence, $\delta(P, Q) = \max\{\max\{d(p, Q) : p \in P\}, \max\{d(q, P) : q \in Q\}\}$ can be computed by determining $d(p_i, Q)$ and $d(q_j, P)$ for all $i \in [n]$ and $j \in [m]$. These values can be computed efficiently by Lemma 3.2.

Concerning the remaining values of $p \in \mathbb{N} \setminus \{1, 2\}$, the argument of the proof of Theorem 3.3 that one only needs to compute the distances of the vertices of one polytope to the other remains valid. Even for rational polytopes $P = \text{conv}\{p_1, \ldots, p_n\} \subseteq \mathbb{R}^d$ and $Q = \text{conv}\{q_1, \ldots, q_m\} \subseteq \mathbb{R}^d$, these distances might not be rational and might therefore not be computable exactly. However, for $x \in \mathbb{R}^d$, the distance $d_p(x, Q)$ is the optimal value of the linearly constrained convex optimization problem
\[
\min \left\{ \| x - \sum_{i=1}^m \lambda_i q_i \|_p : \sum_{i=1}^m \lambda_i = 1, \lambda \geq 0 \right\}
\]
with an analytically differentiable objective function. Therefore, an approximation of $\delta_p(P, Q)$ can be obtained by $(m + n)$ calls to the Ellipsoid Method [23] to produce approximate values for $d(p_i, Q)$ and $d(q_j, P)$ for $i \in [n]$ and $j \in [m]$.

**Remark 3.4 (Direct approximation of $\delta_2(P, Q)$)**
For two rational $V$-polytopes $P, Q \subseteq \mathbb{R}^d$, the Hausdorff distance $\delta_2(P, Q)$ can also be approximated to any accuracy in polynomial time by solving the Second Order Cone Program which arises from directly spelling out the definition of the Hausdorff distance in (3). In a more general setting, this is done in the SOCP in the proof of Theorem 4.9 which boils down to the computation of $\delta_2(P, Q)$ if one requires $\alpha = 1$ and $c = 0$. 
3.2 Hardness Results

In contrast to the results of the previous subsection, we now show that as soon as one polytope in \( \mathcal{H} \)-presentation is involved it is in almost every case \( \text{NP} \)-hard and \( \text{W}[1] \)-hard to bound the Hausdorff distance of two polytopes. For most values \( p \in \mathbb{N} \), hardness can directly be established by a very simple reduction of the following problem which is \( \text{NP} \)-hard for all \( p \in \mathbb{N} \) (cf. [11]) and \( \text{W}[1] \)-hard for all \( p \in \mathbb{N} \setminus \{1\} \) (cf. [30]).

**Problem 3.5** (\( \text{Normmax}_p \))

**Input:** \( d \in \mathbb{N}, \gamma \in \mathbb{Q} \), rational \( \mathcal{H} \)-presentation of a 0-symmetric polytope \( P \subseteq \mathbb{R}^d \)

**Parameter:** \( d \)

**Question:** Is \( \max\{\|x\|_p^p : x \in P\} \geq \gamma \)?

**Lemma 3.6** (Reduction of \( \text{Normmax}_p \))

For all \( p \in \mathbb{N} \cup \{\infty\} \), \( \text{Normmax}_p \) can be reduced in polynomial and FPT (with respect to the dimension) time to \( \text{HAUSDORFF}_{p\text{-}}\mathcal{H}-\mathcal{H} \) and \( \text{HAUSDORFF}_{p\text{-}}\mathcal{V}-\mathcal{H} \)

**Proof.** If \((d, P, \lambda)\) is an instance of \( \text{Normmax}_p \) with an \( \mathcal{H} \)-presented rational polytope \( P \subseteq \mathbb{R}^d \), let \( Q := \{x \in \mathbb{R}^d : \pm e_i^T x \leq 0 \ \forall i \in [d]\} = \text{conv}\{0\} = \{0\} \). Then, \( \max\{\|x\|_p^p : x \in P\} \geq \lambda \iff \delta_p(P, Q)^p \geq \lambda \). \( \square \)

Lemma 3.6 already settles most of the cases (in particular \( p = 2 \)) for Theorem 3.11. Taking into account the results in [11, 22, 30], one might hope that the computation of the Hausdorff distance becomes tractable when replacing the Euclidean norm by a norm with a polytopal unit ball. The remainder of this section, however, shows that the hardness persists even for polytopal norms as long as one input polytope is given in \( \mathcal{H} \)-presentation, cf. Theorem 3.11 and Corollary 3.12.

We first show that also \( \text{HAUSDORFF}_{1\text{-}}\mathcal{H}-\mathcal{H} \) is \( \text{W}[1] \)-hard. For this purpose, we apply the general reduction technique described in [29]. Thus, for some \( k \in \mathbb{N} \), we will deal with polytopes in \( \mathbb{R}^{2k} \), which we consider as

\[ \mathbb{R}^{2k} = \mathbb{R}^2 \times \mathbb{R}^2 \times \cdots \times \mathbb{R}^2, \]

i.e. we will think of a vector \( x \in \mathbb{R}^{2k} \) as \( k \) two-dimensional vectors stacked upon each other. In this setting, the following notation is convenient.

**Notation 3.7**

By indexing a vector \( x \in \mathbb{R}^{2k} \), we always refer to the \( k \) two-dimensional vectors \( x_1, \ldots, x_k \in \mathbb{R}^2 \) such that \( x = (x_1^T, \ldots, x_k^T)^T \). Further, for \( a \in \mathbb{R}^2 \) and \( \beta \in \mathbb{R} \), we let

\[ H^1_{\leq}(a, \beta) := \{x \in \mathbb{R}^{2k} : a^T x \leq \beta\}. \]
The following technical remark enables the reduction technique of [29] to be applied in the proof of Lemma 3.10.

Lemma 3.8 (Hausdorff distance of certain direct products)

For $k \in \mathbb{N}$, let $P_1, \ldots, P_k \subseteq \mathbb{R}^2$ and $Q_1, \ldots, Q_k \subseteq \mathbb{R}^2$ be polytopes with $Q_i \subseteq P_i$ for all $i \in [k]$ and further $P := P_1 \times \cdots \times P_k \subseteq \mathbb{R}^{2k}$ and $Q := Q_1 \times \cdots \times Q_k \subseteq \mathbb{R}^{2k}$. Then, for all $p \in \mathbb{N}$,

$$\delta_p(P, Q)^p = \sum_{i=1}^{k} \delta_p(P_i, Q_i)^p.$$ 

\textbf{Proof.} Since $Q_i \subseteq P_i$ for all $i \in [k]$ and by the definitions of $Q$ and $P$ as cartesian products, we have $\delta_p(P, Q)^p = \max_{x \in P} \sum_{i=1}^{k} \delta_p(x, Q_i)^p = \sum_{i=1}^{k} \max_{x \in P_i} \delta_p(x, Q_i)^p = \sum_{i=1}^{k} \delta_p(P_i, Q_i)^p.$ \hfill \Box

For the first hardness proof, we will reduce the W[1]-complete problem CLIQUE to HAUSDORFF$_1$-\mcH. The formal parametrized decision problem of CLIQUE is given in Problem 3.9; a proof of its W[1]-completeness can be found e.g. in [18, Theorem 6.1]. Moreover, it is shown in [13] that CLIQUE cannot be solved in time $n^{o(k)}$, unless the Exponential Time Hypothesis$^1$ fails.

Problem 3.9 (CLIQUE)

\begin{itemize}
  \item \textbf{Input:} $n, k \in \mathbb{N}$, $E \subseteq \binom{[n]}{2}$
  \item \textbf{Parameter:} $k$
  \item \textbf{Question:} Does $G = ([n], E)$ contain a clique of size $k$?
\end{itemize}

Lemma 3.10 (W[1]-Hardness of HAUSDORFF$_1$-\mcH)

HAUSDORFF$_1$-\mcH is W[1]-hard, even if restricted to 0-symmetric polytopes.

\textbf{Proof.} Let $(m, k, E)$ be an instance of CLIQUE with $m$ vertices. Define $n := 2m$ and let $p_1', \ldots, p_{2n}' \in S_2$ be the vertices of a regular $2n$-gon in the Euclidean unit circle in the plane. Let $U := \frac{1}{\sqrt{2\pi}}$ and, for $v \in [n]$, let $\tilde{p}_v$ be the rounding of $p'_v$ to the grid $\frac{U}{\sqrt{2}} \mathbb{Z}^2$ and define $\tilde{p}_v = -\tilde{p}_{v-n}$ for $v \in [2n] \setminus [n]$.

As demonstrated in [30, Lemma 2.6], it is easy to verify that for $P_1 := \{ x \in \mathbb{R}^2 : \tilde{p}_v^T x \leq 1 \ \forall v \in [2n] \}$ each inequality $\tilde{p}_v^T x \leq 1$ induces a facet of $P_1$. As well, the coding length of the above \mcH-presentation of $P_1$ is polynomial in $m$ and $k$. For $v \in [n]$ let $a_v, c_v \in \mathbb{R}^2$ and $\beta_v, \gamma_v > 0$ be such that

$$P_1 = \bigcap_{v \in [n]} \left( H_{\leq}((a_v, \beta_v) \cap H_{\leq}(c_v, \gamma_v)) \right).$$

$^1$The Exponential Time Hypothesis conjectures that $n$-variable 3-CNF SAT cannot be solved in $2^{o(n)}$-time; cf. [25].
the facets induced by $a_v$ and $c_v$ alternate along the boundary of $P_1$ and $\|a_v\|_\infty = \|c_v\|_\infty = 1$ for all $v \in [n]$, cf. Figure 3. Observe that the sets $\{c_1, \ldots, c_n\}$ and $\{a_1, \ldots, a_n\}$ are 0-symmetric.

Now, compute all vertices of $P_1$ in time $O(n \log(n))$ (cf. e.g. [17, Chapter 11]), such that $P_1 = \text{conv}\{p_1, \ldots, p_{2n}\}$ and let, for $v \in [n]$, $\varepsilon_v := \gamma_v - \max\{c_v^T p_w : c_v^T p_w \neq \gamma_v, w \in [2n]\} > 0, \varepsilon := \frac{1}{10} \min\{\varepsilon_v : v \in [n]\} > 0$, and

$$Q_1 := \{x \in \mathbb{R}^2 : a_v^T x \leq \beta_v, c_v^T x \leq \gamma_v - \varepsilon \forall v \in [n]\}.$$ 

![Figure 3: Illustration of the two polytopes $P_1, Q_1 \subseteq \mathbb{R}^2$ from the reduction in the proof of Lemma 3.10.](image)

For arbitrary $u \in \text{bd}(\mathbb{R}^2_\infty)$, let $p(u) \in P_1$ and $q(u) \in Q_1$ be vertices of the two polytopes with $u \in N(P_1, p(u)) = N(Q_1, q(u)) = \text{pos}\{c_v, a_w\}$ for some $v \in [n]$ and $w \in \{v-1, v\}$. Then, we can express $u = \lambda c_v + \mu a_w$ with $\lambda, \mu \geq 0$. Since $\|c_v\|_\infty = 1$, there exists $e \in \{\pm e_1, \pm e_2\}$ such that $e^T c_v = 1$. We can assume without loss of generality that $n$ is sufficiently large such that $e^T a_w > 0$, and thus, $1 \geq e^T u = \lambda e^T c_v + \mu e^T a_w \geq \lambda$, where equality holds if and only if $\lambda = 1$ and $\mu = 0$.

Therefore, $h(P_1, u) - h(Q_1, u) = \lambda c_v^T (p(u) - q(u)) + \mu a_w^T (p(u) - q(u)) = \lambda \varepsilon \in [0, \varepsilon]$, and hence, by Lemma 2.4,

$$\delta_1(P_1, Q_1) = \max_{u \in \mathbb{R}^2_\infty} (h(P_1, u) - h(Q_1, u)) = \varepsilon, \tag{8}$$

where the maximum in (8) is attained if and only if $u \in \{c_1, \ldots, c_n\}$.

Using Notation 3.7, let

$$P_2 := \bigcap_{i \in [k]} \bigcap_{v \in [n]} (H^i_{\leq}(a_v, \beta_v) \cap H^i_{\leq}(c_v, \gamma_v)) \subseteq \mathbb{R}^{2k}$$

and

$$Q := \bigcap_{i \in [k]} \bigcap_{v \in [n]} (H^i_{\leq}(a_v, \beta_v) \cap H^i_{\leq}(c_v, \gamma_v - \varepsilon)) \subseteq \mathbb{R}^{2k}.$$
By Lemma 3.8 and (8), we obtain \( \delta_1(P_2, Q) = k\varepsilon \).

For \( i, j \in [k] \) and \( v, w \in [m] \) define

\[
E^{ij}_{vw} := \{ x \in \mathbb{R}^{2k} : - (\gamma_v + \gamma_w - \varepsilon) \leq c^T_{v_i} x_i + c^T_{w_j} x_j \leq \gamma_v + \gamma_w - \varepsilon \},
\]

\[
F^{ij}_{vw} := \{ x \in \mathbb{R}^{2k} : - (\gamma_v + \gamma_w - \varepsilon) \leq c^T_{v_i} x_i - c^T_{w_j} x_j \leq \gamma_v + \gamma_w - \varepsilon \}
\]

and, for \( N := \binom{[m]}{2} \setminus E \), let

\[
P := P_2 \cap \bigcap_{i,j \in [k], i \neq j} (E^{ij}_{vw} \cap F^{ij}_{vw}) \cap \bigcap_{v \in [m], i,j \in [k], i \neq j} (E^{ij}_{vv} \cap F^{ij}_{vv})
\]

Now, by definition, \( P \) and \( Q \) are 0-symmetric and we claim that \( \delta_1(P, Q) = k\varepsilon \) if and only if \( G = ([m], E) \) has a clique of size \( k \). Since \( \text{Clique} \) is \( \text{W}[1] \)-complete [18, Theorem 6.1], this completes the hardness proof for \( \text{HAUSDORFF}_1-\text{H-H} \).

Assume \( \delta_1(P, Q) = k\varepsilon \). Since \( Q \subseteq P \), there exists \( u^* \in \mathbb{B}^{2k}_\infty \) such that \( h(P, u^*) = h(Q, u^*) + k\varepsilon \). Since \( P \subseteq P_2 \), we obtain via the sharpness condition in (8), that \( u^* = (c^T_{v_1}, \ldots, c^T_{v_k})^T \) for some \( v_1, \ldots, v_k \in [n] \). Hence, there is a vector \( x^* \in P \) such that

\[
c^T_{v_i} x^*_i = \gamma_{v_i}, \quad \ldots, \quad c^T_{v_k} x^*_k = \gamma_{v_k}.
\]

If \( c_{v_i} = \pm c_{v_i} \) for some \( i \neq j \in [k] \), this would imply \( c^T_{v_i} x^*_i \pm c^T_{v_j} x^*_j = 2\gamma_{v_i} \) which contradicts \( x^* \in P \subseteq E^{ij}_{v_iv_j} \cap F^{ij}_{v_iv_j} \). Hence, defining for \( i \in [k] \),

\[
u_i := \begin{cases} v_i & \text{if } v_i \leq m \\ v_i - m & \text{else} \end{cases}
\]

yields \(|\{u_1, \ldots, u_k\}| = k \). In the same way, \( c^T_{v_i} x^*_i + c^T_{v_j} x^*_j = \gamma_{v_i} + \gamma_{v_j} \) implies that \( \{u_i, u_j\} \in E \). Thus, \( \{v_1, \ldots, v_k\} \) is the set of vertices of a clique of size \( k \) in \( G \).

If on the other hand \( \{v_1, \ldots, v_k\} \subseteq [m] \) is the vertex set of a \( k \)-clique, then \( u^* := (c^T_{v_1}, \ldots, c^T_{v_k})^T \) satisfies \( h(P, u^*) = h(Q, u^*) + k\varepsilon \) and therefore \( \delta_1(P, Q) = k\varepsilon \).

**Theorem 3.11** (Hardness of \( \text{HAUSDORFF}_p-\text{H-H} \) and \( \text{HAUSDORFF}_p-\text{V-H} \))

For \( p \in \mathbb{N} \), \( \text{HAUSDORFF}_p-\text{H-H} \) is \( \text{W}[1] \)-hard. For \( p \in \mathbb{N} \setminus \{1\}, \text{HAUSDORFF}_p-\text{V-H} \) is \( \text{W}[1] \)-hard. For \( p \in \mathbb{N} \), \( \text{HAUSDORFF}_p-\text{H-H} \) and \( \text{HAUSDORFF}_p-\text{V-H} \) are \( \text{NP} \)-hard. All statements hold true even if all polytopes are restricted to be 0-symmetric.

**Proof.** By Lemma 3.6 and the \( \text{W}[1] \)-hardness of \( \text{NORMMAX}_p \) for \( p \in \mathbb{N} \setminus \{1\} \) from [30], \( \text{HAUSDORFF}_p-\text{H-H} \) and \( \text{HAUSDORFF}_p-\text{V-H} \) are \( \text{W}[1] \)-hard for \( p \in \mathbb{N} \setminus \{1\} \). \( \text{W}[1] \)-hardness of \( \text{HAUSDORFF}_1-\text{H-H} \) follows from Lemma 3.10. Since \( \text{NORMMAX}_p \) is \( \text{NP} \)-hard for all \( p \in \mathbb{N} \) (e.g. [11, 33]), the same reduction can also be used to show \( \text{NP} \)-hardness for all \( p \in \mathbb{N} \).

We point out that the complexity of \( \text{HAUSDORFF}_\infty-\text{H-H} \) and \( \text{HAUSDORFF}_\infty-\text{V-H} \) is still left open by Theorem 3.11. For the first problem, we give a partial answer in Corollary 3.12. The latter one has an interesting connection to another decision problem (Problem 3.13) whose complexity is still unknown.
As a corollary of Lemma 3.10, we obtain the hardness of computing the Hausdorff distance of two \( H \)-polytopes in an arbitrary polytopal norm which is part of the input. Hence, in contrast to the results about norm maximization in [30], the approximation of the unit ball of a \( p \)-norm by a polytope cannot be used as a polynomial time approximation algorithm for the Hausdorff distance of two \( H \)-presented polytopes.

**Corollary 3.12 (\( W[1] \)-hardness for polytopal norms)**

For 0-symmetric \( B \in C^d_0 \) and \( P, Q \in C^d \), let \( \delta_B(P, Q) \) denote the Hausdorff distance induced by the norm with unit ball \( B \). Then the problems

**Input:** \( d \in \mathbb{N}, \rho \in \mathbb{Q}, P, Q \subseteq \mathbb{R}^d \) rational polytopes in \( H \)-presentation, polytopal unit ball \( B \subseteq \mathbb{R}^d \) in \( H \)-presentation (\( V \)-presentation, resp.)

**Parameter:** \( d \)

**Question:** Is \( \delta_B(P, Q) \geq \rho \)?

are both \( W[1] \)-hard.

**Proof.** Since we can construct an \( H \)- and \( V \)-presentation of \( B_1 \) in FPT-time, we can reduce \textsc{Hausdorff}_{1-\( H \)} to either of the above problems. \( \square \)

Regardless of the norm used to measure the Hausdorff distance, \textsc{Hausdorff-V-H} is closely linked to (and at least as hard as) the following vertex enumeration problem.

**Problem 3.13 (\textsc{VertexEnumeration})**

**Input:** \( d \in \mathbb{N}, n, m \in \mathbb{N}, a_1, \ldots, a_m \in \mathbb{Q}^d, \beta_1, \ldots, \beta_m \in \mathbb{Q}, p_1, \ldots, p_n \in \mathbb{Q}^d \)

**Question:** Is \( \text{ext}\{x \in \mathbb{R}^d : a^T_i x \leq \beta_i \forall i \in [m]\} \setminus \{p_1, \ldots, p_n\} \neq \emptyset \)?

Clearly, if \( Q := \{x \in \mathbb{R}^d : a^T_i x \leq \beta_i \forall i \in [m]\} \) is bounded and \( P := \text{conv}\{p_1, \ldots, p_n\} \), then the question in \textsc{VertexEnumeration} is equivalent to the question, whether \( \delta(P, Q) > 0 \) in any norm. In [28], \textsc{VertexEnumeration} is shown to be \textsc{NP}-hard for a general (possibly unbounded) polyhedron \( Q \). The question for the complexity of the same decision problem where \( Q \) is required to be bounded is open [28] and we refer to [39] for a recent account on this topic and related results.

### 4 The Matching Problem

The remaining part of the paper is concerned with the Hausdorff matching problem under homothetics for convex bodies. In order to avoid degeneracies, we assume that both bodies have an interior point (the origin without loss of generality). Since it is probably the case of most interest, we state the problem and the results only for the Euclidean norm, which also offers some notational conveniences. Arbitrary norms can be handled with the same ideas at the expense of a slightly bulkier notation.
Problem 4.1 (Hausdorff matching under homothetics)
For $P, Q \in C_d^0$, find a scaled translate of $P$ such that its Hausdorff distance to $Q$ is minimized. In other words, solve the problem

$$
\delta_H(P, Q) := \min_{c \in \mathbb{R}^d} \delta_2(\alpha P + c, Q)
$$

s.t. $c \in \mathbb{R}^d$, $\alpha > 0$

(9)

with $\delta_H(P, Q)$ being the optimal value of the optimization problem in (9). Here, the subscript “$H$” indicates that the Hausdorff distance (in Euclidean norm) of $P$ and $Q$ is measured “up to homothetics”. Moreover, we say that $P$ is in optimal homothetic position with respect to $Q$ if

$$
\delta_H(P, Q) = \delta(P, Q).
$$

(10)

4.1 Optimality Criterion

The goal of this subsection is to give an optimality criterion for Problem 4.1 and to characterize when $P$ is in optimal homothetic position with respect to $Q$ in the spirit of John’s Theorem [27].

In preparation of Theorem 4.6, we first prove a series of technical lemmas. The overall goal is to formulate Problem 4.1 as an unconstrained convex minimization problem with an objective function $f : \mathbb{R}^d \times (0, \infty) \to \mathbb{R}$ and to apply the standard characterization $0 \in \partial f(c^*, \alpha^*)$ to characterize optimality. This objective function $f$ will be the maximum of uncountably many convex functions of the types that are investigated in Lemma 4.4; and Lemma 4.5 will show a relation between the subgradient of $f$ and the subgradients of the individual functions over which is maximized. Unfortunately, Lemma 4.5 only establishes inclusion in one direction instead of equality. Therefore the $\mathcal{H}$-presentation of outer parallel bodies derived in Lemma 4.2 has to be used both in the proof of Lemma 4.3 and in the proof of the necessity of the conditions in Theorem 4.6.

We start by recalling that, for $P \in C^d$ and $x \in \mathbb{R}^d$, there is a unique point $\Pi_P(x) \in P$ such that

$$
d_2(x, P) = ||x - \Pi_P(x)||_2.
$$

Thus, the nearest-point-mapping $\Pi_P : \mathbb{R}^d \mapsto P; x \mapsto \Pi_P(x)$ is well-defined.

Lemma 4.2 (Normal cone of outer parallel bodies)
Let $P \in C^d$ and $\rho > 0$. For $x \in \mathrm{bd}(P + \rho \mathbb{B}_2)$, the normal cone of $P + \rho \mathbb{B}_2$ in $x$ is given by

$$
N(P + \rho \mathbb{B}_2, x) = \mathrm{pos}\{x - \Pi_P(x)\},
$$

cf. Figure 4. If further $\rho' > 0$, then

$$
P + \rho' \mathbb{B}_2 = \bigcap_{x \in \mathrm{bd}(P + \rho \mathbb{B}_2)} H_{\leq}\left(x - \Pi_P(x), (x - \Pi_P(x))^T \Pi_P(x) + \rho\rho'\right).
$$
Figure 4: The normal cone at $x \in \text{bd}(P + \rho B_2)$ is spanned by the direction the joins $x$ and the closest point to $x$ on $P$.

**Proof.** Since $\Pi P(x) + \rho B_2 \subseteq P + \rho B_2$, we have $H_{x - \Pi P(x)}(x) = T(\Pi P(x) + \rho B_2, x) \subseteq T(P + \rho B_2, x)$. Since $P + \rho B_2$ is convex and the tangential cone $T(P + \rho B_2, x)$ is thus at most a half-space, we conclude that the above inclusion is actually an equality and that $N(P + \rho B_2, x) = T(\Pi P(x) + \rho B_2, x)^o = \text{pos}\{x - \Pi P(x)\}$.

For $\rho > 0$, the above yields

$$P + \rho B_2 = \bigcap_{x' \in \text{bd}(P + \rho B_2)} H_{x' - \Pi P(x') \leq T_{x'}(x') \cdot x'}$$

$$= \bigcap_{x \in \text{bd}(P + \rho B_2)} H_{x - \Pi P(x) \leq T_{x}(x) \cdot (\Pi P(x) + \rho \lambda x - \Pi P(x))}$$

$$= \bigcap_{x \in \text{bd}(P + \rho B_2)} H_{x - \Pi P(x) \leq T_{x}(x) \cdot (\Pi P(x) + \rho x - \Pi P(x))}.$$

□

**Lemma 4.3 (Differentiating $d_2(\cdot, P)$)**

Let $P \in \mathbb{C}^d$ and define $g_P : \mathbb{R}^d \to [0, \infty); x \mapsto d_2(x, P)$. The mapping $g_P$ is convex and, for $x \in \mathbb{R}^n \setminus P$, it is continuously differentiable in $x$ with

$$\nabla g_P(x) = \frac{x - \Pi P(x)}{\|x - \Pi P(x)\|_2}.$$

**Proof.** Convexity of $g_P$ was already observed in Remark 2.2. Since, for $x \in \mathbb{R}^d \setminus P$, the function $g_P$ does not attain its minimum in $x$, Theorem 23.7 from [37] asserts that $\text{pos}(\partial g_P(x)) = N(P + d_2(x, P)B_2, x)$. Hence, by Lemma 4.2, $\partial g_P(x) = \{\lambda(x - \Pi P(x))\}$ for some $\lambda > 0$. Let $a := \lambda(x - \Pi P(x))$ and $\alpha > 0$ sufficiently small. By the definition of $\partial g_P(x)$, we obtain $\pm \alpha \cdot \|a\|_2 = d_2(x \pm \alpha a, P) - d_2(x, P) \geq a^T(\pm a) = \pm \alpha \cdot \|a\|_2^2$ and hence $\|a\|_2 = 1$, i.e. $\lambda = \|x - \Pi P(x)\|_2^{-1}$. As $|\partial g(x)| = 1$ for all $x \in \mathbb{R}^n \setminus P$, Theorem 25.1 and Corollary 25.5.1 in [37] yield that $g$ is continuously differentiable in $x$ and that $\nabla g_P(x) = \|x - \Pi P(x)\|_2^{-1}(x - \Pi P(x)).$ □
Lemma 4.4 (Differentiating the objective function)

Let \( P, Q \in \mathcal{C}^d \) and define, for \( p \in P \), \( f_\lambda : (0, \infty) \times \mathbb{R}^d \to [0, \infty); (\alpha, c) \mapsto d_2(\alpha p + c, Q) \) and, for \( q \in Q \), \( f_q : (0, \infty) \times \mathbb{R}^d \to [0, \infty); (\alpha, c) \mapsto d_2(q, \alpha P + c) \). Then, \( f_\lambda \) and \( f_q \) are convex. Further, for \( p \in \mathbb{R}^d \setminus Q \),

\[
\nabla f_\lambda(1, 0) = \frac{1}{\|p - \Pi_Q(p)\|_2} \left( (p - \Pi_Q(p))^T p \right) \tag{11}
\]

and for \( q \in \mathbb{R}^d \setminus P \),

\[
\nabla f_q(1, 0) = -\frac{1}{\|q - \Pi_P(q)\|_2} \left( (q - \Pi_P(q))^T \Pi_P(q) \right) \tag{12}
\]

Proof. For \( p \in P \), the function \( f_\lambda \) is a composition of a linear function and a convex function and hence convex. Now, let \( q \in Q \). For the convexity of \( f_q \), let \( \alpha_1, \alpha_2 > 0 \), \( c_1, c_2 \in \mathbb{R}^d \) and \( \lambda \in [0, 1] \). Using \( d(x + y, K + L) \leq d(x, K) + d(y, L) \), we obtain \( f_q(\lambda \alpha_1 + (1 - \lambda) \alpha_2, \lambda c_1 + (1 - \lambda) c_2) = d(\lambda q + (1 - \lambda) q, \lambda \alpha_1 P + c_1 + (1 - \lambda) \alpha_2 P + c_2) \leq d(\lambda q, \lambda \alpha_1 P + c_1) + d((1 - \lambda) q, (1 - \lambda) \alpha_2 P + c_2) = f_q(\alpha_1, c_1) + (1 - \lambda) f_q(\alpha_2, c_2) \), which shows the convexity of \( f_q \).

A direct application of the chain rule together with Lemma 4.3 yields (11). In order to differentiate \( f_q \), we express \( f_q(\alpha, c) = d(q, \alpha P + c) = \alpha g_P(\frac{1}{\alpha}(q - c)) \) with \( g_P \) defined as in Lemma 4.3. Differentiating this expression yields

\[
\frac{\partial f_q}{\partial c}(\alpha, c) = -\alpha \nabla g_P \left( \frac{1}{\alpha}(q - c) \right)
\]

and

\[
\frac{\partial f_q}{\partial \alpha}(\alpha, c) = \alpha g_P \left( \frac{1}{\alpha}(q - c) \right) - \frac{1}{\alpha} \nabla g_P \left( \frac{1}{\alpha}(q - c) \right)^T (q - c).
\]

Plugging in \( \alpha = 1 \) and \( c = 0 \) and using \( g_P(q)^2 = (q - \Pi_P(q))^T (q - \Pi_P(q)) \), we directly obtain (12).

As a consequence of the convexity of \( f_\lambda \) and \( f_q \) for all \( p \in P \) and \( q \in Q \) and the definition of the Hausdorff distance in (2), we see that the objective function in the computation of \( \delta_H(P, Q) \) is convex so that a necessary and sufficient optimality condition can be expected. The next lemma now investigates the subdifferential of the objective function, which is a supremum of uncountably many convex functions.

Lemma 4.5 (Subgradient of the supremum of convex functions)

Let \( I \) be a (possibly uncountable) index set and \( f_i : \mathbb{R}^d \to \mathbb{R} \) convex for \( i \in I \). Let \( f : \mathbb{R}^d \to \mathbb{R}; f(x) := \sup\{f_i(x) : i \in I\} \) and for \( x \in \mathbb{R}^d \) define \( A(x) := \{i \in I : f_i(x) = f(x)\} \). Then, for all \( x \in \mathbb{R}^d \),

\[
\text{cl} \left( \text{conv} \left( \bigcup_{i \in A(x)} \nabla f_i(x) \right) \right) \subseteq \partial f(x). \tag{13}
\]
Figure 5: Illustration of the proof idea of Lemma 4.5: The subgradients of the $f_i$ are also subgradients of $f$.

**Proof.** Let $x \in \mathbb{R}^d$, $i \in A(x)$ and $a \in \partial f_i(x)$. Let further $\bar{a} := \begin{pmatrix} a \\ -1 \end{pmatrix}$ and $\beta := \bar{a}^T \begin{pmatrix} x \\ f(x) \end{pmatrix}$. Then, $H_{\bar{a}, \beta}$ supports $\text{epi}(f_i)$ and $\text{epi}(f_i) \subseteq H_{\bar{a}, \beta}$ (cf. [37, Section 23]). Since $\text{epi}(f) = \bigcap_{i \in I} \text{epi}(f_i)$, we have $\text{epi}(f) \subseteq H_{\bar{a}, \beta}$; since $i \in A(x)$, we also have that $H_{\bar{a}, \beta}$ supports $\text{epi}(f)$ in $\begin{pmatrix} x \\ f(x) \end{pmatrix}$. Thus, $a \in \partial f(x)$. (This idea is illustrated in Figure 5.) Since $\partial f(x)$ is convex and closed by [37, Theorem 23.4], the inclusion in (13) follows. □

We are now ready to prove the main theorem of this section. The conditions of Theorem 4.6 are also illustrated in Figure 6.

Figure 6: The conditions of Theorem 4.6. The blue polytope $P \subseteq \mathbb{R}^2$ is in optimal position with respect to the red polytope $Q \subseteq \mathbb{R}^2$. Conditions (1) – (3) of Theorem 4.6 are verified with $R = \{p_1, p_2\}$, $S = \{q_1, q_2\}$ and $\rho$ as indicated.

**Theorem 4.6** (*Optimality criterion for Hausdorff matching*)

Let $P, Q \in C_0^d$. Then, $P$ is in optimal homothetic position with respect to $Q$, if and only
if there are $\rho \geq 0$ and $R \subseteq P, S \subseteq Q$ with $|R| + |S| \leq d + 2$ such that the following three conditions hold:

1. $P \subseteq Q + \rho \mathbb{B}_2$ and $Q \subseteq P + \rho \mathbb{B}_2$
2. $d_2(p, Q) = \rho \forall p \in R$ and $d_2(q, P) = \rho \forall q \in S$
3. $0 \in \text{conv}\left\{ \left( \frac{(p - \Pi_Q(p))^T p}{p - \Pi_Q(p)} \right) : p \in R \right\} \cup \left\{ \left( \frac{(\Pi_P(q) - q)^T \Pi_P(q)}{\Pi_P(q) - q} \right) : q \in S \right\}$.

**Proof.** If $P = Q$, then conditions (1) -- (3) are trivially necessary and sufficient with the choice $\rho = 0$ and any $R, S \subseteq P$ with $|R| + |S| \leq d + 2$. We will henceforth assume that $P \neq Q$ and consequently $\rho > 0$.

We first show the sufficiency of the conditions: Assume that conditions (1) -- (3) hold for some $\rho > 0$, $R \subseteq P$, and $S \subseteq Q$ with $|R| + |S| \leq d + 2$. Let $f : (0, \infty) \times \mathbb{R}^d \to [0, \infty)$; $(\alpha, c) \mapsto \delta_2(\alpha P + c, Q)$, and, as in Lemma 4.4, let $f_p(\alpha, c) = d_2(\alpha p + c, Q)$ for $p \in P$, and $f_q(\alpha, c) = d_2(q, \alpha P + c)$ for $q \in Q$. Then, (1) and (2) imply

$\rho = f(1, 0) = \max\{f_p(1, 0) : p \in P\} \cup \{f_q(1, 0) : q \in Q\}$

with $(R \cup S) \subseteq A((1, 0))$ in the notation of Lemma 4.5. Hence, by Lemmas 4.4 and 4.5, condition (3) yields $0 \in \partial f(1, 0)$ which in turn implies that $\delta_2(P, Q) \leq \delta_2(\alpha P + c, Q)$ for all $\alpha > 0$ and $c \in \mathbb{R}^d$.

It remains to show that the conditions are also necessary. For this purpose, let $P$ be in optimal homothetic position with respect to $Q$. Choose $\rho := \delta(P, Q) > 0$ and define $R' := \{p \in P : d(p, Q) = \rho\} \subseteq bd(Q + \rho \mathbb{B}_2)$ and $S' := \{q \in Q : d(q, P) = \rho\} \subseteq bd(P + \rho \mathbb{B}_2)$.

We have $R' \neq \emptyset$ and $S' \neq \emptyset$, because one of these sets being empty would imply that $P$ is not optimally scaled. For $x \in \mathbb{R}^d$ and $C \in C^d_0$ define further $a_C(x) := x - \Pi_C(x)$ and let

$A := \left\{ \left( \frac{a_Q(p)^T p}{a_Q(p)} \right) : p \in R' \right\}, \quad B := \left\{ \left( \frac{(a_P(q)^T \Pi_P(q)}{a_P(q)} \right) : q \in S' \right\}$.

We show $0 \in \text{conv}(A \cup (-B))$. Carathéodory’s Theorem (e.g. [16]) then yields that $R'$ and $S'$ can be reduced to subsets $R \subseteq R'$, $S \subseteq S'$ with $|R| + |S| \leq d + 2$ .

For a contradiction, assume that $0 \notin \text{conv}(A \cup (-B))$. Then, $0$ can be strictly separated from $\text{conv}(A \cup (-B))$, i.e. there exists $(\eta, y)^T \in \mathbb{R}^{d+1} \setminus \{0\}$ such that

$(a_Q(p)^T p)\eta + a_Q(p)^T y \leq -1 \\forall p \in R' \quad \text{and} \quad (a_P(q)^T \Pi_P(q))\eta + a_P(q)^T y \geq 1 \\forall q \in S'$. (14)

We will show that there exists $\lambda > 0$ such that $\delta((1 + \lambda \eta)P + \lambda y, Q) < \delta(P, Q)$, which contradicts the optimality of $(1, 0)$.

For this purpose, let

$Q_\rho := Q + \rho \mathbb{B}_2 = \bigcap_{x \in bd(Q_\rho)} H_{\leq}(a_Q(x), a_Q(x)^T x)$,
Assume further that
Thus, where the second presentation is obtained by Lemma 4.2.
Define \(N := \{(x, p) \in \text{bd}(Q_\rho) \times P : (a_Q(x)^T p) \eta + a_Q(x)^T y \geq 0\}\) and \(f : N \to \mathbb{R}; (x, p) \mapsto a_Q(x)^T x - a_Q(x)^T p\). For \((x, p) \in N\), (14) yields \((a_Q(x)^T p, a_Q(x)^T)^T \notin A\), which implies \(p \neq x\). Together with \(p \in Q + \rho \mathbb{B}_2\), this yields \(a_Q(x)^T p < a_Q(x)^T x\). Thus, for all \((x, p) \in N\), \(f(x, p) > 0\). Since \(f\) is continuous and \(N\) is compact, there exists \(\varepsilon_1 > 0\) such that
\[
 f(x, p) \geq \varepsilon_1 \forall (x, p) \in N
\] (15)

Now, for \((x, p) \in (\text{bd}(Q_\rho) \times P) \setminus N\) and \(\lambda > 0\), we have
\[
a_Q(x)^T ((1 + \lambda \eta) p + \lambda y) = a_Q(x)^T p + \lambda ((a_Q(x)^T p) \eta + a_Q(x)^T y) < a_Q(x)^T x.
\]
By (15) and the boundedness of \(Q_\rho\) and \(P\), we can choose \(\lambda > 0\) sufficiently small such that for all \((x, p) \in N\)
\[
a_Q(x)^T ((1 + \lambda \eta) p + \lambda y) = a_Q(x)^T p + \lambda ((a_Q(x)^T p) \eta + a_Q(x)^T y) < a_Q(x)^T x.
\]
Thus,
\[(1 + \lambda \eta) P + \lambda y \subseteq \text{int}(Q_\rho)\] for all \(\lambda > 0\) sufficiently small. (16)
Assume further that \(\lambda > 0\) is sufficiently small such that \(\lambda \eta > -1\) and let
\[
P + \frac{\rho}{1 + \lambda \eta} \mathbb{B}_2 = \bigcap_{x \in \text{bd}(P + \rho \mathbb{B}_2)} H_{\leq} \left( a_P(x), a_P(x)^T \Pi_P(x) + \frac{\rho^2}{1 + \lambda \eta} \right),
\]
where again the \(\mathcal{H}\)-presentation is obtained via Lemma 4.2.
Define \(M := \{x \in \text{bd}(P + \rho \mathbb{B}_2) : (a_P(x)^T \Pi_P(x)) \eta + a_P(x)^T y \leq 0\}\) and \(g : M \times Q \to \mathbb{R}; (x, q) \mapsto a_P(x)^T \Pi_P(x) + \rho^2 - a_P(x)^T q\). For \(x \in M\), the separation property (14) yields \((a_P(x)^T \Pi_P(x), a_P(x)^T)^T \notin B\), which implies that there is no \(q \in Q\) such that \(a_P(x)^T q = a_P(x)^T \Pi_P(x) + \rho^2\). Together with \(Q \subseteq P + \rho \mathbb{B}_2\), we obtain \(g(x, q) > 0\) for all \(x \in M\) and \(q \in Q\). Since \(M \times Q\) is compact and \(g\) continuous, there exists \(\varepsilon_2 > 0\) such that \(g(x, q) \geq \varepsilon_2\) for all \(x \in M\) and \(q \in Q\).
Hence, we can again choose \(\lambda > 0\) sufficiently small such that for all \(x \in M\) and \(q \in Q\), we have
\[
a_P(x)^T q < a_P(x)^T \Pi_P(x) + \rho^2 + \lambda ((a_P(x)^T \Pi_P(x)) \eta + a_P(x)^T y)
\]
and (17) is also fulfilled for \(x \in \text{bd}(P + \rho \mathbb{B}_2) \setminus M\), \(\lambda > 0\) and \(q \in Q\). Rearranging (17) shows that it is equivalent to
\[
\frac{1}{1 + \lambda \eta} (Q - \lambda y) \subseteq \text{int} \left( P + \frac{\rho}{1 + \lambda \eta} \mathbb{B}_2 \right) \iff Q \subseteq \text{int} ((1 + \lambda \eta) P + \lambda y + \rho \mathbb{B}_2)
\]
(18)
Together, (16) and (18) yield the desired contradiction. \(\square\)
4.2 Helly-Type Properties

Theorem 4.6 at hand, we can derive Helly-properties of the Hausdorff matching problem. For the case of $\mathcal{V}$-polytopes, this question has already received attention and it was shown as a byproduct in [8] that Hausdorff matching with $\mathcal{V}$-polytopes can be formulated as a Convex Program, implying the standard Helly-type theorem on the constraints of the Convex Program. With Theorem 4.6 at hand, we can generalize this result to arbitrary convex bodies.

**Corollary 4.7** (Helly-type theorem for Problem 4.1)
Let $P, Q \in \mathcal{C}_d$ and for $R \subseteq P$, $S \subseteq Q$, define

$$\rho(R, S) := \min_{\substack{\alpha p + c \in Q + \rho B_2 \quad \forall p \in R \\ q \in \alpha P + c + \rho B_2 \quad \forall q \in S}} \rho$$

(19)

Then for any $\rho^* \geq 0$,

$$\rho(P, Q) \leq \rho^* \iff \rho(R, S) \leq \rho^* \quad \forall R \subseteq P, S \subseteq Q, |R| + |S| \leq d + 2.$$

In addition to restricting the number of constraints, we can also state a Helly-type theorem which shows that for any two convex bodies there are always finite subsets of points the convex hulls of which induce the same optimal solution as the bodies themselves. In the same way as for the Minimum Enclosing Ball problem (cf. [12, Lemma 2.2]), the size bound on these sets only depends on the ambient dimension and is independent of the bodies $P$ and $Q$.

**Theorem 4.8** (0-core-sets for Problem 4.1)
Let $P, Q \in \mathcal{C}_d$. There are subsets $R \subseteq \text{ext}(P)$ and $S \subseteq \text{ext}(Q)$ such that $|R| + |S| \leq d(d + 2)$ and

$$\delta_H(\text{conv}(R), \text{conv}(S)) = \delta_H(P, Q).$$

**Proof.** Assume without loss of generality that $\delta_H(P, Q) = \delta(P, Q)$. Corollary 4.7 implies that there are subsets $R' \subseteq P$ and $S' \subseteq Q$ with $|R'| + |S'| \leq d + 2$ such that in (19) only the containment constraints for $p \in R'$ and $q \in S'$ are necessary.

For $p \in R'$, let $a := p - \Pi_Q(p)$ and $\beta := a^T \Pi_Q(p)$. We have that $Q \subseteq \mathcal{H}_{\leq}(a, \beta)$ and $\Pi_Q(p) \in \mathcal{H}_{\leq}(a, \beta)$. Carathéodory’s Theorem (e.g. [16]) applied to $Q \cap \mathcal{H}_{\leq}(a, \beta)$ yields the existence of $q_1^p, \ldots, q_d^p \in \text{ext}(Q \cap \mathcal{H}_{\leq}(a, \beta)) \subseteq \text{ext}(Q)$ such that $\Pi_Q(p) \in \text{conv}\{q_1^p, \ldots, q_d^p\}$. Defining

$$S := S' \cup \bigcup_{p \in R'} \{q_1^p, \ldots, q_d^p\}$$

assures that $d(p, \text{conv}(S)) = d(p, Q)$ for all $p \in R'$. Applying the same argument to $R'$ shows that $|R'| + |S| \leq d(d + 2)$. \qed
**Remark.** The restriction to extreme points in Theorem 4.8 aims at the algorithmic application, where $P$ and $Q$ are specified as $\mathcal{V}$-polytopes and $\text{ext}(P)$ and $\text{ext}(Q)$ are easily accessible. If one drops this restriction, the bound $|S| + |R| \leq d(d+2)$ can be improved to $|S| + |R| \leq 2(d+2)$.

### 4.3 Exact Algorithms and Approximations

The following theorem shows that, if the input polytopes are specified in $\mathcal{V}$-presentation, also the matching problem can be solved efficiently.

**Theorem 4.9**
Let $P := \text{conv}\{p_1, \ldots, p_n\} \subseteq \mathbb{R}^d$ and $Q := \text{conv}\{q_1, \ldots, q_m\} \subseteq \mathbb{R}^d$. If $B = B_2$, then $\delta_H(P, Q)$ can be approximated to any accuracy. If a $\mathcal{V}$- or $\mathcal{H}$-presentation of $B$ is available, $\delta_H(P, Q)$ can be computed exactly in polynomial time.

**Proof.** The optimal solution of the Second Order Cone Program in (20) can be approximated to any accuracy and equals $\delta_H(P, Q)$:

$$\delta_H(P, Q) = \min_{\rho} \rho \quad \text{s.t.} \quad \left\| \alpha p_i + c - \sum_{j=1}^{m} \lambda_{ij} q_j \right\|_2 \leq \rho \quad \forall i \in [n]$$
$$\left\| q_j - \sum_{i=1}^{n} \mu_{ij} p_i - c \right\|_2 \leq \rho \quad \forall j \in [m]$$
$$\sum_{j=1}^{m} \lambda_{ij} = 1 \quad \forall i \in [n]$$
$$\sum_{i=1}^{n} \mu_{ji} = \alpha \quad \forall j \in [m]$$
$$\lambda_{ij}, \mu_{ji} \geq 0 \quad \forall i \in [n], j \in [m].$$

(20)

If $B$ is a polytope in $\mathcal{V}$- or $\mathcal{H}$-presentation, one may replace the Second Order Cone constraints in (20) by linear constraints as in (5) and (6) and obtain a Linear Program for the computation of $\delta_H(P, Q)$.

By Theorem 3.11, simple evaluation of the Hausdorff distance is $\text{W}[1]$-hard, if at least one $\mathcal{H}$-presented polytope is involved. Nonetheless, we can apply the so-called “Reference Point Method” from [3] and obtain a polynomial time approximation algorithm also for this case. In the original setting, this framework requires the computation of the diameter of the involved sets, which is also $\text{W}[1]$-hard for $\mathcal{H}$-polytopes [30]. We therefore replace the diameter of a polytope by the diameter of its bounding box. The performance guarantee of this version is slightly worse but in the same order of magnitude as the original result in [3].
**Definition 4.10 (Reference points)**

For \( P \in \mathcal{C}_0^d \), let

\[
r(P) := (h(P, -e_1), \ldots, h(P, -e_d)) \in \mathbb{R}^d, \quad s(P) := (h(P, e_1), \ldots, h(P, e_d))^T \in \mathbb{R}^d
\]

be the “lower left” and “upper right” corner of the bounding box of \( P \) and \( D(P) := \|s(P) - r(P)\|_2 \) the diameter of this box.

We first state some elementary properties of the interplay between the reference points of \( P \) and \( Q \) and the Hausdorff distance \( \delta_2(P, Q) \).

**Lemma 4.11 (Properties of the reference points)**

a) Let \( P \in \mathcal{C}_0^d \) and \( \alpha_1, \alpha_2 > 0 \). Then, \( \delta_2(\alpha_1P - r(P), \alpha_2P - r(P)) \leq |\alpha_1 - \alpha_2|D(P) \).

b) Let \( P, Q \in \mathcal{C}_0^d \). Then \( |D(P) - D(Q)| \leq 2\sqrt{d}\delta_2(P, Q) \).

c) Let \( P, Q \in \mathcal{C}_0^d \). Then \( \|r(P) - r(Q)\|_2 \leq \sqrt{d}\delta_2(P, Q) \).

**Proof.**

a) Let without loss of generality \( r(P) = 0 \), and \( p \in P \). Then, \( d(\alpha_1p, \alpha_2p) \leq \|\alpha_1p - \alpha_2p\|_2 \leq |\alpha_1 - \alpha_2|D(P) \) and the same argument shows that also \( \max\{d(x, \alpha_1P) : x \in \alpha_2P\} \leq |\alpha_1 - \alpha_2|D(P) \).

b) By Lemma 2.4, for \( i \in [d] \), we have \( |h(P, \pm e_i) - h(Q, \pm e_i)| \leq \delta_2(P, Q) \) and hence \( |D(P) - D(Q)| \leq 2\sqrt{d}\delta_2(P, Q) \).

c) The statement also follows from \( |h(P, -e_i) - h(Q, -e_i)| \leq \delta_2(P, Q) \) for all \( i \in [d] \).

\[ \square \]

If we compute a homothetic transformation which only relies on our two reference points, we can give the following performance guarantee.

**Lemma 4.12 (Approximation by reference points)**

Let \( P, Q \in \mathcal{C}_0^d \) and

\[
\bar{\alpha} := \frac{D(Q)}{D(P)} \quad \text{and} \quad \bar{c} := r(Q) - \bar{\alpha}r(P)
\]

Then,

\[
\delta_2(\bar{\alpha}P + \bar{c}, Q) \leq \left( 3\sqrt{d} + 1 \right) \delta_H(P, Q).
\]
Proof. Let $\alpha^* > 0$, $c^* \in \mathbb{R}^d$ and $\rho^* \geq 0$ such that $\rho^* = \delta_H(P, Q) = \delta_2(\alpha^* P + c^*, Q)$. Then, by Lemma 4.11c),

$$\delta_2\left(\alpha^* P + c^* + r(Q) - r(\alpha^* P + c^*), Q\right) \leq \left(1 + \sqrt{d}\right) \rho^*. \quad (21)$$

Moreover, by using Lemma 4.11a) and b),

$$\delta_2\left(\bar{\alpha}(P - r(P)) + r(Q), \alpha^*(P - r(P)) + r(Q)\right) \leq |\alpha^* - \bar{\alpha}| D(P) = |\alpha^* D(P + c^*) - D(Q)| \leq 2\sqrt{d}\rho^*. \quad (22)$$

By combining (21) and (22), we obtain

$$\delta_2(\bar{\alpha}P + \bar{c}, Q) \leq \delta_2\left(\bar{\alpha}(P - r(P)) + r(Q), \alpha^*(P - r(P)) + r(Q)\right)$$

$$+ \delta_2\left(\alpha^* P + c^* + r(Q) - r(\alpha^* P + c^*), Q\right) \leq (3\sqrt{d} + 1) \rho^*.$$

□

Since an axis-parallel bounding box for a polytope in $V$- or $H$-presentation can be computed in polynomial time [22], we obtain the following.

**Theorem 4.13**

For polytopes $P, Q \subseteq \mathbb{R}^d$ in $V$- or $H$-presentation, a factor-$\left(3\sqrt{d} + 1\right)$-approximation of $\delta_H(P, Q)$ can be computed in polynomial time.

**References**


